
12/06/2015 |  PAGE 1 CEA | 10 AVRIL 2012 

Chemistry and dynamics in 
RAMSES: 

 post-processing tool towards a real 
coupling  

Valeska Valdivia, Benjamin Godard, Patrick 
Hennebelle & Maryvonne Gérin 

valeska.valdivia@cea.fr 



Why we should include the chemistry in our simulations 

•  Chemistry sets the thermal state of 
gas 

•  It permits to link models and 
observations 

•  Different chemical tracers are 
sensitive to different physical 
conditions, permiting to probe the 
medium 

 

M. Gerin et al.: [C II] absorption and emission in the diffuse interstellar medium across the Galactic plane

Table 2. Observed fine structure lines.

Transition ν λ Eu gu A
(GHz) (µm) (K) (s−1)

C+ (2P3/2 − 2P1/2) 1900.537 157.7 91.2 4 2.32 × 10−6

C (3P1 − 3P0) 492.160 609.1 23.6 3 7.93 × 10−8

C (3P2 − 3P1) 809.341 370.4 62.5 5 2.68 × 10−7

O (3P1 − 3P2) 4744.777 63.2 227.7 3 8.54 × 10−5

O (3P0 − 3P1) 2060.069 145.5 326.6 1 1.64 × 10−5

Notes. From CDMS (Müller et al. 2001, 2005).

DBS mode, followed by either a small map covering∼50′′ × 50′′
(for [C II]) or a single pointing (for both [C I] lines) in LC mode.
This combination provides the continuum at the central posi-
tion and an accurate spectrum free of contamination, including
both the background source emission and the foreground dif-
fuse medium along the line of sight. As the continuum emis-
sion of the background source is semi-extended, we also used
the PACS spectrometer (Poglitsch et al. 2010) to determine
the 158 µm continuum over the area mapped with HIFI.

The spectroscopic parameters of the targeted fine structure
lines are given in Table 2. At these frequencies, the angular
resolution of the Herschel telescope is limited by diffraction,
and the FWHM beam size is 44′′, 26′′, and 11′′, at 492, 809,
and 1900 GHz, respectively. As we are focusing on the fore-
ground absorption in this paper, we have not attempted to correct
for the difference in angular resolution among the different lines.

2.2. HIFI data processing

The observations have been analyzed with the Herschel interac-
tive processing environment (HIPE version 91). The HIFI data
have been corrected for fringes using the HIFIFitfringe rou-
tine. The single pointing and maps have been exported to the
CLASS package2 for further processing. The HIFI mixers are
double side band (DBS) and therefore sensitive to the emission
in two frequency bands. Therefore, the detected continuum lev-
els are the combination of the continuum emission in these two
side bands while the line emission and absorption is detected in
one side band only. Correction for the relative gain of each mixer
in the two side bands is included in the calibration pipeline. The
HIFI calibration accuracy is better than 10%. As the foreground
emission is extended relative to the HIFI beam at 1.9 THz, we
present all data in this paper in units of antenna temperature
denoted TA. As an example of the resulting spectra and maps,
the data toward W49N are shown in Figs. 1 and 2. The data
for the other sources are presented in Appendix B. For each
source, we display the spectrum observed in load chop mode to-
ward the central position with the correct SSB continuum level,
as well as the mean spectrum toward the OFF positions, ob-
tained as the difference between the load chop and DBS spec-
tra. This shows the level of contamination by emission signal
in the OFF beam. A linear baseline has been removed from the
spectra.

We derived the continuum intensities from the DBS spectra.
We used the HIFI efficiencies given in Roelfsema et al. (2012)
to convert the continuum values from Kelvin to Jy, namely 464,
469, and 506 Jy/K at 0.49, 0.81, and 1.9 THz, respectively.

1 Available at
http://herschel.esac.esa.int/HIPE_download.shtml
2 Available at http://www.iram.fr/IRAMFR/GILDAS/

Fig. 1. Top: Herschel/HIFI spectra towards W49N. The red line shows
the [C I]3P1− 3P0 line at 492 GHz, the blue line shows the [C I]3P2− 3P1
line at 809 GHz and the black line the [C II]2P3/2− 2P1/2 line at 1.9 THz.
The horizontal axis is the LSR velocity in km s−1 and the vertical axis is
the SSB antenna temperature in Kelvin. Bottom: zoom on the [C I] lines
(red, blue as above) and the average [C II] spectrum of the OFF positions
(black). The continuum levels have been shifted for clarity in the bottom
panel.

Fig. 2. Montage of [C II] HIFI spectra towards W49N. A baseline has
been subtracted from each spectrum. In each box, the horizontal axis is
the LSR velocity in km s−1, which runs from −48 km s−1 to 98 km s−1

and the vertical axis is the antenna temperature in Kelvin, which runs
from −8 to 24 K. The x-axis shows the right ascension offset in arcsec
and the y-axis the declination offset in arcsec, relative to the source
position given in Table 1.

The continuum values are listed in Table 3. For the [C II] data
at 1.9 THz, we provide a comparison with the continuum inten-
sities measured in the central pixel of the PACS footprint.
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Why avoid the chemistry in our simulations 

•  Heating and cooling functions can do the job 

•  Chemistry is computationally demanding: 
 - For ~30 species           dt x100 ! 

 

(Wolfire et al. 1995) 



What if we want to make a little effort? 

 
Three possible approaches: 
 
•  Full post-processing 

•  On-the-fly treatment 

•  Hybrid approaches 
  
 



On-the-fly chemistry 

 

•  In general very reduced chemical networks 

•  Species can be advected and diffused within the simulation. 

•  It can include dynamical effects 

•  Cooling/heating can be included from the chemistry. 

•  In general it is extremely slow (~100 times slower for a network 
of ~30-40 species) 

•  Further approximations to speed-up the computation: 
 Low resolution simulations 
 Especially in the radiative transfer and shielding 

 (Richings & Schaye 2016) 

(Glover& Mac Low 2007a,b; Glover & Clark 2012b, Hocuk et al 2015, 2016) 



Full « post-processing » or « at equilibrium » calculations 

 •  Full equilibrium depending on the local physical conditions 
(ex. PDR codes) 

•  Exhaustive chemical networks can be used 

•  Chemistry do not evolve with the gas 

•  It does not include dynamical effects, or they are imposed 
artificially (ex. TDR code) (Godard et al 2009, 2014) 

(Le Petit et al 2006) 



Hybrid approaches 

 •  Treat crucial species on-the-fly 

•  Full equilibrium for the rest of the species 

•  Chemistry « evolve » with the gas, including dynamical 
effects 



Hybrid approaches:  

1.  Identify the « crucial species »         H2 

2.  Use cooling functions 

3.  Run your simulation and calculate on-the-fly all crucial 
species 

4.  Calculate the chemical abundances in post-processing, 
following the evolution of the crucial species using a 
chemical solver.     

V. Valdivia et al.: H2 distribution during the formation of molecular clouds

where n is the total hydrogen density, nH2 represents the density
of H2, and kform and kph represent the formation and destruction
rates of H2.

2.2.1. H2 formation

When two hydrogen atoms encounter each other in the gas
phase, they cannot radiate the excess of energy because of
the lack of an electric dipole moment, and therefore H2 for-
mation in the gas phase is negligible. It is widely accepted
today that H2 is formed through grain catalysis (Hollenbach
& Salpeter 1971; Gould & Salpeter 1963). Hydrogen atoms
can adsorb onto the grain surfaces and encounter another hy-
drogen atom to form a H2 molecule through two mecha-
nisms: the Langmuir-Hinshelwood mechanism, where atoms
are physisorbed (e�cient in shielded gas), and the Eley-
Rideal mechanism, or chemisorption (e�cient on warm grains)
(Le Bourlot et al. 2012; Bron et al. 2014). The detailed physical
description of these two mechanisms is complex and the numer-
ical treatment is computationally expensive. For this reason we
adopted a simpler description for H2 formation on grain surfaces,
given by the following mean formation rate:

kform,0 = 3 ⇥ 10�17 cm3 s�1. (7)

This rate was first derived by Jura (1974), using Copernicus ob-
servations, and was confirmed by Gry et al. (2002) using FUSE
observations. The formation rate depends on the local gas tem-
perature and on the adsorption properties of the grain, therefore
this value is corrected for by the dependence on temperature and
by a sticking coe�cient:

kform = kform,0

r
T

100 K
⇥ S (T ). (8)

S (T ) is the empirical expression for the sticking coe�cient of
hydrogen atoms on the grain surface as described in Le Bourlot
et al. (2012),

S (T ) =
1

1 +
⇣

T

T2

⌘� , (9)

where we use the same fitting values as Bron et al. (2014),
namely T2 = 464 K, and � = 1.5.

2.2.2. H2 destruction

The main mechanism that destroys the H2 molecule is photodis-
sociation by absorption of UV photons in the 912�1100 Å range
(Lyman and Werner transitions). In a UV field of strength G0,
H2 is photodissociated in optically thin gas at a rate (Draine &
Bertoldi 1996) of

kph,0 = 3.3 ⇥ 10�11
G0 s�1, (10)

but the H2 gas can protect itself against photodissociation by
two shielding e↵ects. The first shielding e↵ect is the continuous
dust absorption, while the second e↵ect is the line absorption due
to other H2 molecules, called self-shielding. Draine & Bertoldi
(1996) showed that the photodissociation rate can be written as

kph = e�⌧d,1000
fshield(NH2 )kph,0. (11)

The first term is the e↵ect of the dust. Here ⌧
d,1000 = �d,1000Ntot

is the optical depth along a line of sight (�
d,1000 = 2 ⇥

10�21 cm�2 is the e↵ective attenuation cross section for dust

grains at � = 1000 Å and Ntot is the total column density of
hydrogen). The second term is the self-shielding factor, and we
use the same approximation,

fshield =
0.965

(1 + x/b5)2 +
0.035

(1 + x)1/2 exp
⇣
�8.5 ⇥ 10�4(1 + x)1/2

⌘
,

(12)

where x = NH2/5⇥1014 cm�2, b5 = b/105 cm s�1, where b is the
Doppler-broadening parameter, which is typically 2 km s�1, but
it can reach values as high as 10 km s�1 (Shull et al. 2000). We
assume that the turbulent contribution dominates, then we use
b = 2 km s�1 (see Appendix B for the influence of this choice on
the shielding coe�cient).

2.3. Thermal processes

For the heating and cooling of the gas, we used the same treat-
ment as we did previously (Valdivia & Hennebelle 2014; see
also Audit & Hennebelle 2005), which we describe in this sec-
tion and call the standard heating and cooling, to which we have
added the thermal feedback from H2, described in Sect. 2.3.1.

The dominant heating process in the gas is due to the ultravi-
olet flux from the interstellar radiation field (ISRF) through the
photoelectric e↵ect on grains (Bakes & Tielens 1994; Wolfire
et al. 1995), where we use the e↵ective UV field strength, cal-
culated using our attenuation factor � for the UV field. We also
include the heating by cosmic rays (Goldsmith 2001), which is
important in well shielded regions.

The primary coolant at low temperature is the 2
P3/2 ! 2

P1/2
[CII] fine-structure transition at 158 µm (Launay & Roue↵ 1977;
Hayes & Nussbaumer 1984; Wolfire et al. 1995). At higher tem-
perature, fine-structure levels of OI can be excited and thus con-
tribute to the cooling of the gas. We include the [OI] 63 µm
and 146 µm line emission (Flower et al. 1986; Tielens 2005;
Wolfire et al. 2003). For the Lyman ↵ emission, which becomes
dominant at high temperatures, we use the classical expression
of Spitzer (1978). We also include the cooling by electron re-
combination onto dust grains using the prescription of Wolfire
et al. (1995, 2003) and Bakes & Tielens (1994). We note that
strictly speaking, this cooling function does not include molec-
ular cooling in spite of the high densities reached in the simu-
lation. However, it leads to temperatures that are entirely rea-
sonable even at high densities and therefore appears to be su�-
ciently accurate, in particular because we are not explicitly solv-
ing for the formation of molecules in addition to H2 (see Levrier
et al. 2012, for a quantitative estimate).

2.3.1. Thermal feedback from H2

To the atomic cooling, described before, we added the molec-
ular cooling by H2 lines and the heating by H2 formation and
destruction.
During the H2 formation process, about 4.5 eV are released. The
distribution of this energy into translational energy, H2 internal
energy (rotational and vibrational excitation), and into the grain
heating is not well known, and the derived fraction of this en-
ergy that actually heats the gas varies from one author to another
(Le Bourlot et al. 2012; Glover & Mac Low 2007a). We consider
an equipartition of the energy, which means that one-third of the
energy released goes into heating the gas,

�form = 2.4 ⇥ 10�12
kformnHn erg s�1cm�3. (13)
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During the H2 formation process, about 4.5 eV are released. The
distribution of this energy into translational energy, H2 internal
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The first term is the e↵ect of the dust. Here ⌧
d,1000 = �d,1000Ntot

is the optical depth along a line of sight (�
d,1000 = 2 ⇥

10�21 cm�2 is the e↵ective attenuation cross section for dust

grains at � = 1000 Å and Ntot is the total column density of
hydrogen). The second term is the self-shielding factor, and we
use the same approximation,

fshield =
0.965

(1 + x/b5)2 +
0.035

(1 + x)1/2 exp
⇣
�8.5 ⇥ 10�4(1 + x)1/2

⌘
,

(12)

where x = NH2/5⇥1014 cm�2, b5 = b/105 cm s�1, where b is the
Doppler-broadening parameter, which is typically 2 km s�1, but
it can reach values as high as 10 km s�1 (Shull et al. 2000). We
assume that the turbulent contribution dominates, then we use
b = 2 km s�1 (see Appendix B for the influence of this choice on
the shielding coe�cient).

2.3. Thermal processes

For the heating and cooling of the gas, we used the same treat-
ment as we did previously (Valdivia & Hennebelle 2014; see
also Audit & Hennebelle 2005), which we describe in this sec-
tion and call the standard heating and cooling, to which we have
added the thermal feedback from H2, described in Sect. 2.3.1.

The dominant heating process in the gas is due to the ultravi-
olet flux from the interstellar radiation field (ISRF) through the
photoelectric e↵ect on grains (Bakes & Tielens 1994; Wolfire
et al. 1995), where we use the e↵ective UV field strength, cal-
culated using our attenuation factor � for the UV field. We also
include the heating by cosmic rays (Goldsmith 2001), which is
important in well shielded regions.

The primary coolant at low temperature is the 2
P3/2 ! 2

P1/2
[CII] fine-structure transition at 158 µm (Launay & Roue↵ 1977;
Hayes & Nussbaumer 1984; Wolfire et al. 1995). At higher tem-
perature, fine-structure levels of OI can be excited and thus con-
tribute to the cooling of the gas. We include the [OI] 63 µm
and 146 µm line emission (Flower et al. 1986; Tielens 2005;
Wolfire et al. 2003). For the Lyman ↵ emission, which becomes
dominant at high temperatures, we use the classical expression
of Spitzer (1978). We also include the cooling by electron re-
combination onto dust grains using the prescription of Wolfire
et al. (1995, 2003) and Bakes & Tielens (1994). We note that
strictly speaking, this cooling function does not include molec-
ular cooling in spite of the high densities reached in the simu-
lation. However, it leads to temperatures that are entirely rea-
sonable even at high densities and therefore appears to be su�-
ciently accurate, in particular because we are not explicitly solv-
ing for the formation of molecules in addition to H2 (see Levrier
et al. 2012, for a quantitative estimate).

2.3.1. Thermal feedback from H2

To the atomic cooling, described before, we added the molec-
ular cooling by H2 lines and the heating by H2 formation and
destruction.
During the H2 formation process, about 4.5 eV are released. The
distribution of this energy into translational energy, H2 internal
energy (rotational and vibrational excitation), and into the grain
heating is not well known, and the derived fraction of this en-
ergy that actually heats the gas varies from one author to another
(Le Bourlot et al. 2012; Glover & Mac Low 2007a). We consider
an equipartition of the energy, which means that one-third of the
energy released goes into heating the gas,

�form = 2.4 ⇥ 10�12
kformnHn erg s�1cm�3. (13)
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Hybrid approaches: Solver 
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Appendix A: The chemical solver

The chemical solver built in this work is an adaptation of the
solver used in the Meudon PDR (photodissociation regions)
code1 (Le Petit et al. 2006), modified to simplify the treat-
ment of a few chemical processes (e.g. surface reactions, H2 self
shielding), and optimized to improve the computational speed.
The solver, which we describe in more details below, is avail-
able on the ISM numerical plateform of the Paris Observatory
(http://ism.obspm.fr).

Appendix A.1: Solver’s description

Table A.1. Parameters of the chemical solver. The range of values found
in the simulation are given in columns 3.

mandatory
� mathis 1 external UV radiation field
AV mag 0 � 3 visible extinction
TK K 10 � 104 kinetic temperature
nH cm�3 10 � 104 gas density
⇣H2 s�1 10�16 CR ionisation rate of H2

optional
fsh, H2 10�3 � 1 H2 self-shielding factora

fsh, CO 10�3 � 1 CO self-shielding factora

x(H2) 10�3 � 1 H2 abundance
vd km s�1 10�3 � 20 ion-neutral velocity drift
(a) Valdivia et al. (2016)

The solver considers a static fluid cell of density nH and tem-
perature TK , irradiated by an external radiation field � (expressed
in mathis’s unit) attenuated by a visible extinction AV , and per-
vaded by cosmic ray particles. The cell contains NX species (re-
sulting from the combinations of NA di↵erent atoms), that inter-
act with each other through a given network of chemical reac-
tions. In this configuration the code computes the chemical state
of the fluid cell at equilibrium. Assuming that chemical reactions
obey the law of mass action kinetics, this equilibrium is defined
by the following set of algebraic equations

dn(Xi)
dt

=

NRX

j

0
BBBBB@
Y

k

n(R j,k)
1
CCCCCA  j s j(Xi) = 0 8i 2 [1 : NX]

NXX

j

n(X j) m(Ai,X j) = nAi 8i 2 [1 : NA]

NXX

j

n(X j) c(X j) = 0

(A.1)

where n(X) and nA are the density of species X and the number
of atom A (in cm�3), NR the number of reactions, R j,k, and  j the
reactants and reaction rate of reaction j, s j(X) the stoichiometric
coe�cient of X in reaction j, m(A,X) the multiplicity of atom A
in species X, and c(X) the charge of X. The chemical networks
used in the solver are conservative : the first line above therefore
provides a system of NX�NA�1 independent equations which is
completed by conservation equations for each atom and for the
electrons, chosen to replace the evolution equation of the most
abundant atom carrier and charge carrier.
1 Version 1.5.2 available at http://ism.obspm.fr.

As described in Le Petit et al. (2006), the system of equa-
tions is solved with a Newton-Raphson scheme modified to pre-
vent exploration of solutions with negative abundances. Itera-
tions stop when the relative variation of abundances falls below
a given threshold and if this solution corresponds to an equilib-
rium for the chemistry, i.e. when

NXX

i

�n(Xi)
n(Xi)

< "1

NXX

i

F(Xi) � D(Xi)
F(Xi) + D(Xi)

< "2

(A.2)

where F(X) and D(X) are the total formation and destruction
rates of X and "1 and "2 are two parameters set to 10�6 and 10�3

respectively. When called for the first time, the solver starts with
initial conditions representative of the high ionization phase (Le
Bourlot et al. 1995): all carbon and sulfur in C+ and S+, and all
oxygen and nitrogen on O and N. When called in sequence, the
initial conditions are the set of abundances corresponding to the
last solution found by the solver. This method is done to favor
continuity of chemical states computed on adjacent fluid cells.
However, it doesn’t preclude the existence of one or several other
chemically stable solutions for a given set of physical conditions
(e.g. low ionization phase, Le Bourlot et al. 1995).

The main input parameters of the solver and the ranges of
values they span in the simulation are given in Table A.1. In
addition, the code accepts 4 optional input quantities: the ion-
neutral velocity drift (see Sect. ??), the self-shielding factors for
the photodissociation of H2 and CO (see eq. 11 of Valdivia et al.
2016), and the fractional abundance of H2 (see Sects. A.3 and
A.4).

Appendix A.2: Chemical network

The elemental abundances adopted in this work are set to the
values observed in the solar neighbourhood and compiled by
Flower & Pineau des Forêts (2003), assuming no mantles on
grain surfaces. The chemical network is the most recent ver-
sion of the network used in the Meudon PDR code, slightly
adapted to simplify the treatment of a few chemical processes.
This network is available online (http://ism.obspm.fr, net-
work_valdivia_2016.dat) and contains 149 species interacting
with each other through 2692 reactions.

Formation of H2 on grain surfaces and destruction by
photodissociation are computed accordingly to Valdivia et al.
(2016). Oppositely to the PDR model, which performs a co-
herent calculation of grain surface chemistry including both the
Eley-Rideal and the Langmuir-Hinshelwood mechanisms (Le
Bourlot et al. 2012; Bron et al. 2014), the formation rate of H2
is computed with a simple function, scaled to the mean value of
the formation rate observed in the ISM (Gry et al. 2002), and
tuned to depict the dependence of the sticking coe�cient of H
on grains on the kinetic temperature. The photodissociation rate
of H2 is set to 3.3 ⇥ 10�11� fsh, H2 s�1, where fsh,H2 is a parame-
ter (see Table A.1) used to include the e↵ects of shielding of the
radiation field by H2 line absorption and by dust continuous ab-
sorption (e.g. Draine & Bertoldi 1996). Similarly, the photodis-
sociation rate of CO is set to 1.0⇥10�10� fsh,CO s�1, where fsh,CO
is a parameter used to take into account shielding by CO and H2
lines and by dust particles (Lee et al. 1996). All other gas phase
photoreaction rates are computed using the exponential fits of
van Dishoeck (1988); van Dishoeck et al. (2006) at a given value
of the visible extinction.

Article number, page 7 of 11

Parameters of the chemical solver •  Adapted from the Meudon PDR 
code (Le Petit et al. 2006) 

•  The equation system is solved 
using a Newton-Raphson 

    149 species 
  2694 equations 

•  H2 fix    Fix HI 
 



Hybrid approaches: Solver performance 

•  Some limitations: Fixing a species can prevent the existence of a 
solution at equilibrium, or it can be difficult to reach it. 
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Some results on-the-fly 

(Valdivia et al. 2016) 



Some results on-the-fly 

(Valdivia et al. 2016) 



Some results post-processing 

(Valdivia et al. 2016b, in prep.) 



Conclusions (or take home messages) 

•  It is possible to make a hybrid approach to include the 
dynamical effects on the most sensitive species (those 
with long evolution times) at a reasonable computational 
cost. 

•  Species that react fast can be calculated at equilibrium 
with respect to the « dynamically » calculated species. 

•  Fixing a species can prevent the existence of a solution 
at equilibrium. 

•  Some species appear very late, but when they do it they 
can survive a long time and advection terms can play an 
important role. 

 

(J. Howard Miller 1943) 

For more physical results:  
« Consequences of warm H2 on the chemistry of  diffuse molecular clouds: 

the case of CH+ »     (S08, Friday)  
 


